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Abstract—Term discrimination values have been suggested as an effective means
for the selection and weighting of index terms in automatic document retrieval sys-
tems. This paper reports an algorithm for the calculation of term discrimination val-
ues that is sufficiently fast in operation to permit the use of exact values, rather than
the approximate values studied in previous work. Evidence is presented to show
that the relationship between term discrimination and term frequency is crucially
dependent upon the type of inter-document similarity measure that is used for the
calculation of the discrimination values.

I. INTRODUCTION

Many strategies have been suggested for the automatic selection of indexing terms to
represent the content of documents in information retrieval systems[1, 2]. One of the
most elegant approaches to automatic indexing is the term discrimination model that
has been developed by Salton and his co-workers over several years[3—8]. The model
suggests that the ideal retrieval environment would be an index term space in which
all of the documents are as far apart as possible since it should then be possible to
retrieve the (presumably relevant) documents close to a query when it is represented
as a point in the space. Such an environment provides an obvious means for the eval-
uation of the worth of individual terms, since a good term will be one that helps to
increase the separation of all of the documents, while the assignment of a poor term
will tend to make the space contract so that the inter-document separations decrease.

A collection of N documents may be represented by a set of document vectors d;,
I =j = N. Each such vector contains M elements where M is the number of distinct
terms that have been used for the indexing of that collection: the ith element, | = [ =
M, contains the number of occurrences of the ith term in the jth document. A measure
of the similarity between a pair of documents d; and d, may then be calculated using
a function such as the cosine coefficient

cos(d;, di) = 2 dudi (D, i >, df)'"?

where the summations are from i equals | to M. A space in which the documents are
as far apart as possible will be one that corresponds to minimizing the sum, Q. defined
by

2cos(d.di) 1=j k=N, j<>k

The effect of an individual term. i, upon the inter-document similarities may be de-
termined by calculating Q and then recalculating it when i has been deleted from each
of the documents to which it has been assigned: the difference between Q and this new
sum, Q;, then gives a measure of the extent to which the presence of i in the indexing
Vocabulary affects the separation of the set of documents. The term discrimination
value of i, DV, is defined to be

DV; = (Q: - Q)Q (1)

and thus if DV; > 0, the document space is more compact when i is deleted. In such
 case, { is said to be a discriminating term since its presence helps to increase the
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separation of the documents in the space; conversely, if DV; = 0, i should be re:gard;d T
as a poor discriminator. i
An effective automatic indexing strategy would then be to calculate the DV, vaTl[e? :
for each of the potential indexing terms for some collection: terms with positive
crimination values may be used directly for indexing purposes, while word phrase and
classification strategies[7] may be adopted to modify the frequency characteristics of' :_
non-discriminating terms so as to increase their discrimination values. Additionally &
the discrimination value may be used as the basis for the weighting of index terms ;
search time[2]. :
An outline algorithm, using a PASCAL-like notation, for the calculation of 13%
discrimination values is shown in algorithm A (Fig. 1). This algorithm involves ¢ .a
calculation of N(N - 1)/2 similarity coefficients for each of the M indexing terms, ag"
well as an initial set of N(N — 1)/2 coefficients for the evaluation of Q. The complexity
of the algorithm is hence of order O(MN?) and as the magnitude of M is comparable
with, or may even exceed, that of N in a free text retrieval system, the calculation o{%
term discrimination values by this algorithm is infeasible for all but collections of quite =
trivial size, For this reason, previous work on term discrimination has ured a quite
different, but approximate, method for the calculation of the values[2—6]. The procedu'fe"ﬁ
that has been adopted involves the calculation of the centroid, c, of a collection, thig
being the arithmetic average of all of the document vectors. The elements of ¢, c;, 2
defined by

c=>2diN 1=j=N

and instead of summing all of the N(N — 1)/2 cos(d;, ds) values to obtain Q it is obtained
from

Q=2>Xcoslc,d) 1=jsN.
Similarly, the Q; values are obtained from
Qi = 2 cos(c,d) 1=j=N.

where ¢ and d; denote the centroid and the jth document with the ith term deleted.
This approximate procedure may be described as shown in algorithm B (Fig. 2), where_
it will be seen that only N(M + 1) document-centroid similarities in all need to be "
evaluated. E
An analysis of algorithm B has been presented by Crawford[5). Apart from describing’
ways of speeding up the calculation of the cos(c, d;) and cos(c’, dj) values, he notes?
that during the calculation of each Q; value, a summation is made over all of thex
cos(c’, df) values even though very few of the documents will actually contain i. The
assumption is then made that the cos(c’, d}) values for those documents not containin
i will be virtually the same as the cos(c, d;) values that were used to compute Q initiall .
This assumption may be used to form the basis for a modified version of algorithm B

g:=0;
FORi: =1TON - 1DO
FORj: =i+ ITONDO
@: = @ + cosid;, dg);
FORi: = | TO M DO
BEGIN
Q:=0;
FORj: =1TON - 1DO
FORk: =j + I TONDO
Qi = Qi + cos(d], di);
DV = (Q; - Q¥Q
END.

Fig. 1. Algorithm A.
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FORi: = 1 TO M DO
BEGIN
e =10
FORj: = 1 TO N DO
o = ¢ + dyi;
cii = /N
END;
- . =0
FORi: = 1 TO N DO
& = Q + coslc, d);
FORi: = 1 TOM DO

Q: =0
FOR: = 1 TON DO
Qi = O + cos(c’, di);
DV = (Q: = Q)VQ
END.

Fig. 2. Algorithm B.

which obviates the need to calculate such coefficients and which is accordingly much
faster in operation, although the calculated DV; values are not identical with those
obtained from using algorithm B.

This note describes a modified version of algorithm A that is sufficiently fast in
operation to permit the calculation of exact term discrimination values, rather than the
approximate values used hereto.

2. THE ALGORITHM

The algorithm is based upon two observations. Firstly, contributions to all of the
M Q. values are made as each interdocument similarity coefficient is calculated, rather
than by calculating Q;, and hence DV, for each of the terms in sequence. Secondly,
a rather different approach is taken to the evaluation of (Q; — Q) in the numerator of
the expression (1) above for the discrimination value of some term i. The numerator
may be written as

> cos(dl, di) — X cosd;,dy) 1=j k=N, j<>k

this formulation emphasizing the manner of operation of algorithm A which first cal-
culates Q as the sum of the cos(d;, d;) values, then calculates each @, as the sum of
the cos(d}, d}) values, and finally subtracts one from the other to yield DV;. Alterna-
tively, the numerator may be written as

> [cos(d, df) — cos(d;, di)] b=j k=N j<>k
this formulation emphasizing the fact that it is not Q; per se, but the difference of 0:

from Q, that is important in obtaining DV;.
With these two considerations in mind, let

N

DOTPRODJK = 3 dydui, SUMSQJ = > d3, and SUMSQK = 3 d%

for some pair of documents d;, de, with the summation in all three cases being from {
= | to M. Thus

cos(d;, d¢) = DOTPRODJK/(SUMSQJ*SUMSQK)'?.
Then let a, B and vy be defined as

(DOTPRODIK — dudi)[((SUMSQJ — d2)*(SUMSQK — d3)]"? — cos(d;, dy).
DOTPRODJK/[(SUMSQI*(SUMSQK — d2)1'? — cos(d;, d),



228 P. WiLLerr

and

DOTPRODJK/[(SUMSQJ — d3)=SUMSQK]'? — cos(d;, di)

respectively. The modified algorithm may then be described as shown in algorithm
where «, B and vy correspond to the presence of the ith term in both d; and d;, in g,
alone and in d; alone, respectively. The fourth, and by far the most frequent case jp &
which the ith term does not appear in either document may be neglected since cas(d‘
d,) and cos(d}, d}) are then identical and cancel each other out. :
It will be seen that this procedure involves the calculation of only N(N — 1)/2 :ntgr._..
document similarity coefficients, an M-fold reduction in the computational load as.™
sociated with algorithm A. However, the innermost loop of the algorithm will appareruly :
be performed M times for each cos(d;, ds) value, and the algorithm would accordingly =
seem to involve O{MN?) increments of the @; values. In fact. the number ofmcrerm.m,
occasioned by each similarity calculation will be equal to the number of distinct lerm{'ﬁ*
assigned to the two documents since, as noted above, the great bulk of the M terms
will not have been assigned to either of them and may be neglected: thus a pair o[h?"
documents having ¢ and 1, terms assigned will occasion ¢; + 1, — | increments at rmm3¥
The dependency upon M may be eliminated by storing the document vectors as spa
vectors in which only the non-zero elements are stored: in this case, the total number
of increments will be proportional to tN?, where ¢ is the mean number of indexing _.|
terms assigned to each document. and algorithm C (Fig. 3) is computationally feasible =
for the relatively small-sized document test collections currently used in information”
retrieval research. It does, however, entail storage requirements additional to those of =
algorithms A and B, owing to the need to allocate M locations for the summing of’the'-’IT
©Q; — Q contributions as they are calculated.
The running time, but not the complexity. of algorithm C may be reduced if an
inverted file to the document collection is available: the use of the inverted file for the
calculation of discrimination values has been described by Crawford[5]. An inverted
file contains a set of lists, one for each of the terms in the indexing vocabulary that is
used to characterize the documents, such that the ith list contains the identifiers of £

interest in the use of alternative inverted file searching algorithms for the matching

documents and queries[9], and two of these algorithms, those used in the SIRE[10] a
CUPID[11] experimental retrieval systems, were modified so as to calculate discrim:
ination values The resulting pmcedures were. however. considerably more comple

more efficient in operation.

FORi: = 1 TOMDO Qi: = 0;

0:
FORj:=1TON - 1DO
FOR k: = j + 1 TON DO
BEGIN
Q: = 0 + cosid,, du):
FOR i: = 1 TOMDO
IF di; > 0 THEN
IFdi>0THENQ:: = (i + @
ELSEQ: = Qi + B
ELSE
IFd;>0THENQ:: = Qi + ¥
ELSE SKIP
END:
FOR@ = | TOM DO
DV = 0,/Q.

Fig. 3. Algorithm C.
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;. THE RELATIONSHIP BETWEEN TERM FREQUENCY AND TERM DISCRIMINATION

Rather than calculating the set of DV; values for some indexing vocabulary as a
precursor to the selection of discriminating terms, an alternative and efficient strategy
would be to determine whether a simple and general relationship exists between the
frequency of a term in a document collection and the corresponding term discrimination
value[12]. Should such a relationship exist, one could then select as indexing terms
only those words, or combinations of words, that had the requisite frequencies of
occurrence. This section attempts an analysis of the term discrimination model in terms
of the algorithm presented above.

For some term i occurring in n of the documents of a collection of size N, DV is
gi\.t.‘l'l by

DV, = nln — Da + n(N — n)p + n(N — n)y

(where a factor of 1/2Q has been ignored since it is common to all of the M discrimination
values). Rearranging this expression

DVi=n¥a - B —y) + n(NB + Ny — o).

If it is assumed that n is a continuous, rather than a discrete, variable, and that «, B
and v are all independent of n, rather than being related to it via all of the dj terms,
this expression may be differentiated with respect to n. giving, firstly,

Mla-B -y +NB+y -«
and then
e = B = ¥)
There is hence only a single point of inflection at a frequency of
(@ — NB + )2c =~ B =)

and whether this will be a maximum or a minimum will be determined by the relative
values of o, B and v. If it is assumed that very long document representatives are
being used, so that SUMSQIJ > &2 and SUMSQK > di;, then both B and vy will be zero-
valued while o will be given by — dydi/(SUMSQJ*SUMSQK)'; this corresponds to
o having a negative value and a maximum being observed at n = }. In practice, of
course, B and v will have small positive values and thus the DV; values may be expected
1o fall off rapidly with increasing n, owing to the increasingly large and negative o
- B - +¥) contribution. The discrimination of the high-frequency terms must thus be
low, and the exact form of the discrimination-frequency curve will depend upon the
precise sets of «, B and y values observed for some collection: in practice, it has been
found that a maximum in this curve is obtained for the low-to-medium frequency
terms[2-8]. i

Entirely comparable results are obtained if other similarity coefficients, such as the
Dice, Jaccard or Overlap coefficients, are used as the measure of inter-document sim-
ilarity during the calculation of the DV; values; quite different results, however, are
obtained if alternative types of inter-document similarity measure are used. In the case
of the dot product, which is given by

2 (.f,','du. Il=i=sM,
both B and v will be zero-valued and the maximum will be obtained at exactly n = 4.

This is, of course, quite unobservable and the observed relationship between discrim-
ination and frequency would be a monotonically decreasing one. In the case of the

i ettt it et 418 1 50




230 P. WiLLeTT

Euclidean distance, conversely, the distance between a pair of points is given by :
X(di —du) 1=isM.

In the special case of binary indexing, where the individual term weights dj; are either &
0 or 1, the o contribution to DV; will be zero, and thus a point of inflection will pe &
obtained in the discrimination-frequency curve at n = N/2. This point is a minimum_&
but it should be remembered that the measure is one of inter-document distance, rather:
than inter-document similarity, so that it corresponds to maximizing the separation'
i.e. to the best discriminators. A term frequency of N/2 is most unlikely to be observable &
in practice and the discrimination would hence be expected to increase monotonically =
with frequency. In the general case of weighted, rather than binary, terms, some o
contributions will generally be present, but these are unlikely to be sufficiently large’
to prevent the shape of the discrimination-frequency curve from being similar to tha |
obtained with binary weighting.

Thus the observed relationship between term discrimination and term frequency
would appear to be dependent not so much upon the characteristics of indexing lerm'sg
as upon the measure of inter-document similarity that is used for the calculation of the
discrimination values. In particular, the identification of the most discriminating terms, -
and thus those that are most appropriate for indexing purposes, with those of inte
mediate frequencies would seem to arise from the use of a certain class of similarity
coefficients; the use of the dot product (or Euclidean distance) would instead suggest
that the most discriminating terms were those of infrequent (or frequent) occurrence’
in the collection. b

Some experiments to test this analysis were carried out, using a small collection of |
1000 documents from the INSPEC data base. The titles and abstracts of these docu-*
ments were compared with a stopword list, the non-trivial words stemmed, using the
suffix-stripping routine described by Porter{13], and the cumulated stems used to rep-_
resent each of the documents. The term discrimination values for each of the 4091
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Fig. 4. Relationship between term discrimination and term frequency using the dot product.
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terms in the collection were calculated, using algorithm C with the cosine coefﬁm -
the dot product, and the Euclidean distance as the three measures of mtcr—dm;u v
similarity. The relationship between discrimination and frequency was studied as <
gested by Salton et al.[6]. After the discrimination values had all been calculated,
terms were sorted into order of decreasing discrimination value, so that the most h:
discriminating term was given rank-l and the least discriminating term the rank 409
The average ranks were then calculated for all of the terms with frequency 1, 2, 3 :
and a plot obtained of average rank against term frequency. The three plots are shoya™
in Figs. 4-6, where it will be seen that a well-marked minimum is obtained with wh’_
cosine coefficient, while the dot product and Euclidean distance result in plms
increase or decrease monotonically as the term frequency increases.

4. CONCLUSIONS

An algorithm has been described for the calculation of term discrimination val
in document retrieval systems: it is sufficiently fast in operation to permit the use.
exact term discrimination values, rather than the approximate values used in previouss
studies. An analysis of the algorithm is presented which suggests that the relationsh;
between term discrimination and term frequency is crucially dependent upon the imt
document similarity measure used for the calculation of the discrimination valucs.
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