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Computer Architecture Test 1

Question 1. (10 points) Consider the high-level assignment statement X =A - B/ C+ A*B*C,
a) As in homework #1, write the LOAD and STORE assembly language instructions for this statement.

Load RIA SR e RLX

Load RZB
L oaf RZ(

g’Dlv RY, R1R3
M L R’SR\ 1!

Mul RG, R§ RY
SUB  RE R, Ry
ADD Ré Rc, RS

b) Asin homewmk #1, wute“the 0-address (Stack nfachme) assembly language instructions for this
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Question 2. (13 points) Characteristics of CISC (complex instruction set computers) computers are:

= variable length instruction format
» both simple and complex instructions that require a variable number of cycles to execute

= large number of addressing modes with some complex addressing modes
Why do these characteristics make CISC computers hard to pipeline?
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Question 3. (20 points)

F
F/D
latch

Instr.
Memory

e

Note that:

D

Decoder

Register
File

ID/EX

latch

EX/MEM
latch

AT

Name:

latch

Data

Memory

e

»  The first register is the destination register, e.g., "ADD R2, R6, R7" performs R2 « R6 + R7
= LOAD RI1, 16(R2) - loads register R1 with the memory value from the address 16 + (address in R2)
*  STORE R2, 8(R6) - stores register R2 to memory at the address 8 + (address in R6)

File

Register

a) For the five stage pipeline of discussed in class (see abive), compiete the following timing diagram

assuming NO by-pass signal paths.

. Time —
Instructions T TS T T 5 6 [ 7 (8] 9 10]11]12]13] 14| 15]16]17] 18
ADDR6,R8,R5 |F|D|E|M|W
ADD ®2)R3, R4 FID|Elm W
LOAD R5)§(R3)- FlDElMIW
ReR7TRD Fil~l-lplelh|W
TR« Fl—- ||~ |Dle M |W
Fl—1- | -|N|E M|k
b) Complete the following timing diagram assuming by-pass signal paths.
. Time —
- Imstructions T TS T s (6 [ 78] 9 [0 ]12]13]14]15]16]17] 18
ADDR6,R8,R5 |F|D|E|[M|W
ADD R2)R3, R4 | 0] &g W
LOAD R5,)8(R3) BN E N W
MUL(R6)R7,RD FiD
LOADRDYD FIDE MW
STORE (R7) 41 M| W
A .

¢) In the diagram at the top of the page, add all by-pass signal paths used in part (b).
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Question 4, (12 points) Consider the conditional and unconditional branch instructions of a five-stage (I, D,
E, M, W) pipelined RISC computer with 32-bit addresses.

Assembly-language Machine-language Format Description of 'Example
Example Semantics
. PC-relative displacement If R4 > RS, then branch
bgt R4, R5, ELSE opcode |reg. #|reg. # ;
¢ to label to ELSE label

Unconditionally branch
to END_IF label

jump END IF opcode PC-relative displacement to label

a) What advantage(s) does a PC-reEtive displacement to a label have over aﬁ absolute (32-bit) address?

y — e B o loits
L% - m\o(@@él@w ~tode Can he moved ihout 56/177 g%aﬂ/‘“{?}%i?

b) Why is the branch penalty of a condit'oqﬁl@l’f{%@@&%ﬂdion 2 cycles?
bﬂ)"{“ ? D Eg) <ot 600117 41&4%» g ,
5311 b b e e
F wo iastr, o /Qena/v‘"y j£ 2 Cpeley

¢) Why is the branch penalty of an ynconditional )bragch instryction 1 cycle?
MWE e b (€ oamn

S g FoDE gl of o
. N =S g onl Y net gﬂ {o q(*‘ }\%W dvway gne 14 ttr,

» _
[ Question 5. (10 points) Consider the memory hierarchy of a five-stage (F, D, E, M, W) pipelined RISC
computer with 32-bit addresses below:

L4

a) In a pipelined CPU, why is the L1 cache usually split

CrU i ) . .
Mmz DG/Igmmy . into two independent caches: an instr. c%ile and data cache?
Repisters al e N
- RO : (1) F: e‘“{?‘“’(,,é\ ‘{:"‘@ﬁa Tasti 4 1 Sme T
> : It in Aol code.
S Alcesf fafa (A giwta Cache.
R31 : '
32KB LI 32KB LI _
g]:é;;cmn Biz?le b) A hit ratio of 90 % in the L1 caches is common. How is
this possible eventhough the program is much bigger than
the L1 caches? :
% 1 MB L2 Cache
Containing both ..% [ 7[' g— :
Instructions and : ’06& { l,/ “ M{’ ((zf ?acl
Data
|V
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Question 6. (15 points) Consider the following partial program that takes a two- dlmensmnal array M that is
100 rows x 100 columns and forms two sums:

* positiveSum - sum of all the positive values, and /
* negativeSum - sum of all the negative values. (@) ( b)

positiveSum = 0
0 — cond), = NoT_TAtE

negativeSum P
e ton ), = M. T et

for row = (¢ to 99 do <%
for col = 0 to 99 do @

if M[row] [col] > 0 then Wm = g . ) ‘)'?

pogltlveSum _positiveSum + M[row] [col] C‘J‘)ﬁ‘ﬁ Hl}i IA'[&L/#! e v

st st g /A CQMQ/

1

else
negativeSum = negativeSum + Mirow] [col]
end if e j
end for™ e A O
end for % - | u‘a Co&

<2 a) Where in the code would unconditional branches be used and where would conditional branches be used?
4

b) If the compiler could statically predict by opcode for the conditional branches (i.c., select whether to use
3. machine language statements like: “BRANCH_LE PREDICT NOT_TAKEN” or

“BRANCH_LE PREDICT TAKEN"), then which conditional branches would be

"PREDICT NOT_TAKEN" and which would be "PREDICT_TAKEN"?

¢) Under the below assumptions, answer the following questions.
* all the values in M are negative
* the five-stage pipeline from class (F, D, E, M, W)
* the target address (i.e., address of label) of all branches is known at the end of the D stage
* the outcome of conditional branches is known at the end of the E stage

i) If static predict-never-taken is used by the hardware, then what will be the total branch penalty (# cycles
wasted) for the algorithm? (Here assume NO branch-prediction buffer) For partial credit, explain your

aAnswer,
for vour Lo o L | F - Jump tfﬁﬂ’wt‘_'{z 64@’ 'IQM‘ €a {“ g_ﬂj*i%ﬁ Pt
Q( e A ' O
2.K100 2 K 100R102 | %[00 xj00 | xtoo
[ Zeoo 20000 © oy oo log =30,

i) If a branch-prediction buffer with one history bit per entry is used, then what will be the total branch
penalty (# cycles wasted) for the algorithm? (Assume predict-not taken is used if there is no match in the
branch-prediction buffer) For partial credit, explain your answer. '
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ili} If a branch-prediction buffer with two history bit per entry is used, then what will be the total branch

penalty (# cycles wasted) for the algorithm? (Assume predict-not taken is used if there is no match in the
branch-prediction buffer) For partial credit, explain your answer.
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Question 7. (10 points) On a 32-bit computer, suppose we have a 1 GB (2*° bytes) memory that is byte
addressable, and has a 4 MB (22 bytes) cache with 16 (2%) bytes per block.
a) How many total lines are in the cache? 2e &

} tNe S

-y =
} b) If the cache is direct-mapped, how many cache lines could a specific memory block be mapped? ’

¢) If the cache is direct-mapped, what would be the format (tag bits, cache line bits, block offset bits) of the
P address? (Clearly indicate the number of bits in each) \ gg L

g“ d) Ifthe cache is 4-way set associative, how many cache lines could a speciﬁc memory block be mapped to?

_ e) If the cache is 4-way set assomatlve how many sets would there be?
2. 213 o {5
LT ser

f) Ifthe cache is 4-way sélt assoma‘mf )vhat would be the f01}1}$ of the addzes@f’

[ g | sela ]

Question 8. (5 points) Why are full associative caches llmlted toa smaﬂ number (8 to 64) of cache lines?

Cost “Q’ Cm’mf?@m do,¢ Pc)r‘ (f-?fu/i {fséflg [ e To Con prce /59:’
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Question 9. (5 points) The format of a memory address using a direct-mapped cache is:

tag bits line # offset in block

Why would swapping the order of the tag bits and line # fields:

line # tag bits offset in block

S give really bad perform of the cache?
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