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Question 1. (10 points} Consider a demand paging system w1th 1024-byte pages.
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the first level (the "directory") acts as an index into the page table which is scattered across several pages.

Consider a 32-bit virtual addresses with 4KB pages and 4 byte page table entries,
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a) If large sections of the virtual address space are- unused Loivvcan sect[ons ‘of the page table be eliminated?
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b) In a computer using tw0~level page tables, what would be stored in the TLB?
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Question 3. (6 points) To approximate the LRU page-replacement algorithm, a hardware maintained
reference (R) bit and history bits can be stored for each entry in the page tables. Periodically, say every 10
milliseconds, an interrupt causes the OS to shift the R-bit into the counter/history bits. Consider the
following snapshot of R-bits, couter/history bits, and dirty bit (page in memory modified from disk copy).

R _Counter/History bits Dirty Bit (1 = modified)
page0 1.0011010 0
pagel 0 1010000 1
page2 0 0101010 1
page3 0 0101010 0
paged 1 0000010 i

a) df a page fault occurs, which page should be selected for replacement? F Ao I /:) 4 7 ¢ h & 3) é c,,;?!
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b) How long has it been since page 1 has been referenced? (give a range) ‘ 7 ?C) ‘
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Question 4. (9 points) Suppose we had a block transfer from an I/O device to memory. The block consists
of 1024 words and one word can be transferred to/from memory at a time. For each of the following,
indicate the number of interrupts needed to transfer a block using:

a) DMA (direct-memory access) ‘
b) interrupt-driven /O ’ ) ’LC,(
¢) programmed-1/O O

Question 5. (5 points) What is the advantage of interrupt-driven I/O over ploglammed -/O?
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Questlon 6. (5 points) What is the advantage of DMA (direct-memory’access) over interrupt- drlven rO? “ Py ?(
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Question 7. (10 points) On a paged, multlprogrammed multi-user computer system that uses % Lo, &1{}
memory-mapping 1/0, describe what hardware support in need by the operating system to:
a) guard against infinite loops in user programs
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b) restrict a user progfém from accessing the disk directly thus gaining access to other users' data files
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Question 8. (10 points) Suppose we have a 5 disk RAID 5 (block-level distributed parity) array.
a) If Disk 0 crashes, reconstruct the first three bits of block 0. Assume even parity is being used.
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b) Assume that Disk 0 has crashed. Can Block 0, Blocks 5 and Block 6 all be read at the same time?
(Justify your answer)
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Question 9. (12 points) Suppose we have an 6 disk RAID array with cach disk having a 100 MB/sec data
transfer rate. Complete the following table assuming NO disks are faulty.

RAID Level Maximum number of Maximum number of Data Transfer
concurrent, independent | concurrent, independent | Rate for a single
READs WRITEs large READ _
RAID 1 ‘ Sy ' vy
’ 9 (Mirroring with large strips)- @ 3 00 / /’{}A ¢
RAID 3 _ A
(bit-interleaved parity) ( g 500 /1 “?/»55’""
RAID 5 7 o >
(block-level distributed parity) & 3 (oo i ,fg( (4
RAID DP | 1 s
(Double parity blocks) Lf / ! A ¢ ?(5/3‘{”(

Question 10. (8 points) Circle all correct answers to explain why RAID level 5 (blocked with distributed

parity) is good for a database server.

@1 database read operation typically involves one disk in the RAID array
b) a database read operation typically involves two disks in the RAID array
c¢) adatabase read operation typically involves all of the disks in the RAID array
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d) a database write operation typically involves one disk in the RAID array
a database write operation typically involves two disks in the RAID array

f) a database write operation typically involves all of the disks in the RAID array
@Dmany database I/O operations can be performed in parallel on the RAID array
h) a single large read operation spanning several RAID disks can boost the data transfer rate of the read
if one disk in the RAID array fails, then the database server can continue to operate

3) if two disks in the RAID array fail, then the database server can continue to operate
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Question 11. (15 points) On a cache miss, suppose a 4-word block of memory needs to be read to fill the
cache line. Suppose our synchronous bus includes Block Memory operations via a block/single control wire.
The below synchronous bus timing diagram shows a Block Memory Read with one wait state.
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QJ a) Indicate which wires are controlled by the CPU !md which 4re controlled by the memory.

b) When (in clock cycles) are the 4 words of data I]3ad off of the Data wireg by the CPU?

- Stetsl ¢ TY TS5 g T
¢) Why do devices change their values being sent in the middle of the clock'¢ycles, and read the values being
received at the start of the next clock cycle?

This handles bus N

d) How does the CPU know when the first Data value is on the Data-wires?
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€) What advantage would a Block Memory Read operation to fill a cache-line have over 4 separate single
word non-block reads?
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